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Abstract

In this paper, the problem of finite-time output feedback attitude control for rigid spacecraft subject to control input saturation is investigated. For the attitude stabilization, we propose a nonlinear finite-time observer using quaternion-based attitude representation. The estimated attitude of the observer always satisfies the unit norm constraint. The finite-time stability of the observer can be guaranteed by using homogeneous and Lyapunov methods. Furthermore, the effect of the external disturbance on the performance of the finite-time observer is analyzed. With the finite-time observer, we design an attitude stabilizing control law to guarantee that the attitude state of the spacecraft converges to the equilibrium point in finite time. We also discuss the finite-time attitude tracking control for spacecraft and propose a control scheme without requiring angular velocity measurements to guarantee that the desired attitude can be tracked in finite time. The main novelty of the control algorithms derived here lies in the fact that finite-time stability can be achieved even in the absence of angular velocity measurements as well as in the presence of constraints on control input magnitude. Numerical examples are presented to demonstrate the efficiency of the proposed control algorithms.

© 2015 The Franklin Institute. Published by Elsevier Ltd.

1. Introduction

Attitude control of rigid spacecraft has been a benchmark control problem and has been extensively investigated for many years because of its wide applications in the area of spacecraft missions. Most of the attitude control laws in the existing available literature can only achieve asymptotic stability, which implies that the convergence of system trajectories to the equilibrium state over an infinite horizon. As compared with the asymptotic control law, finite-time control law can provide faster convergence rate, higher precision control performance and better disturbance rejection property for rigid spacecraft attitude control, which leads to an enhanced application efficiency of spacecraft. Therefore, the development of a finite-time attitude control scheme is an interesting and challenging problem.

There is a series of methods that can be used to design an attitude control law with finite-time convergence, such as the terminal sliding mode method [1, 2, 3, 4, 5], the technique of adding a power integrator [6], and the homogeneous method [7]. Using the standard terminal sliding mode control [8], two finite-time attitude tracking controllers were proposed for rigid spacecraft [1], and a robust attitude stabilization control law with finite-time convergence was developed in [2] for rigid spacecraft in the presence of external disturbance and inertia uncertainty. Unfortunately, the main disadvantage of the standard terminal sliding mode control is the singularity problem. Therefore, the nonsingular
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terminal sliding mode manifold [9] and the modified terminal sliding mode manifold [10] were proposed to eliminate the singularity problem associated with the standard terminal sliding mode control. In [3], the nonsingular terminal sliding mode developed in [9] was employed to design a finite-time attitude controller. Based on the modified terminal sliding mode manifold [10] and Chebyshev neural network, a finite-time attitude tracking control scheme was proposed in [6]. Using the fast nonsingular terminal sliding mode control, the finite-time attitude tracking application of the technique of adding a power integrator [11], a finite-time attitude tracking scheme was proposed in [4]. By application of the technique of adding a power integrator [11], a finite-time attitude tracking control scheme was proposed in [12, 13] based on the MRP attitude representation. However, the MRP representation is not global because of the singularity, and the control input saturation has not been taken into account. In practical applications, a spacecraft server can always satisfy the unit norm constraint. Then, two novel finite-time attitude controllers are designed for rigid spacecraft subject to control input saturation.

It is worth noticing that full state measurements (i.e., both attitude and angular velocity) are required to implement the above-mentioned finite-time attitude controllers. In contrast, a finite-time attitude tracking control law without requiring angular velocity measurement was proposed for rigid spacecraft with the attitude being represented by the modified Rodrigues parameters (MRPs) [12]. The finite-time output feedback attitude stabilization problem has been studied in [13] based on the MRPs attitude representation. However, the MRP representation is not global because of the singularity, and the control input saturation has not been taken into account. In practical applications, a spacecraft suffers from the control input saturation due to the physical limits of the onboard actuators. The controller designer must address this issue as it may lead to instability or unacceptably performance degradation of the spacecraft’s attitude.

In this paper, we focus on the finite-time output feedback attitude control problem for rigid spacecraft with the attitude being represented by the unit quaternion and subject to control input saturation. By using finite-time observer technique, a nonlinear finite-time observer is proposed for rigid spacecraft. The attitude state of the finite-time observer can always satisfy the unit norm constraint. Then, two novel finite-time attitude controllers are designed for rigid spacecraft based on finite-time observer technique and homogeneous method. In contrast to the existing results in [1, 2, 3, 4, 5, 6, 7], the requirement of angular velocity measurement is no longer necessary in the proposed control schemes. Different from the finite-time output feedback attitude controllers reported in [12, 13], the proposed control laws employ the unit quaternion as the attitude representation and always satisfy the constraint on the input magnitude. It should be emphasized that it is nontrivial to apply the method in [12, 13] to design a finite-time output feedback attitude controller for rigid spacecraft using quaternion-based attitude representation and subject to control input saturation.

This paper is organized as follows. Some basics for the spacecraft attitude dynamics and homogeneity are described in Section 2. Section 3 proposes a velocity-free finite-time attitude stabilizing control law for spacecraft subject to control input saturation, and Section 4 discusses the problem of finite-time output feedback attitude tracking control for rigid spacecraft. Simulation results are presented in Section 5 followed by conclusions in Section 6.

2. Background and Preliminaries

2.1. Notations

The notation $\| \cdot \|$ refers to the Euclidean norm of a vector or the induced norm of a matrix. $I_n$ represents the $n \times n$ identity matrix. $\lambda_{\max}(\cdot)$ and $\lambda_{\min}(\cdot)$ denote the maximum and minimum eigenvalues of a matrix, respectively. Given a vector $x \in \mathbb{R}^n$ and $\alpha \geq 0$, define $\text{sig}^\alpha(x) = [\text{sig}^\alpha(x_1), \text{sig}^\alpha(x_2), \cdots, \text{sig}^\alpha(x_n)]^T$, $\text{diag}(\|x\|^\alpha) = \text{diag}(\|x_1\|^\alpha, \|x_2\|^\alpha, \cdots, \|x_n\|^\alpha)$, $\text{sat}_\alpha(x) = [\text{sat}_{\alpha}(x_1), \text{sat}_{\alpha}(x_2), \cdots, \text{sat}_{\alpha}(x_n)]^T$, and $x^\alpha = [x_1^\alpha, x_2^\alpha, \cdots, x_n^\alpha]^T$, where $\text{sig}^\alpha(x_i) = \text{sgn}(x_i)\|x_i\|^\alpha (i = 1, 2, \cdots, n)$, $\text{sgn}(\cdot)$ denotes the signum function, and $\text{sat}_\alpha(\cdot)$ is defined by [7]

$$\text{sat}_\alpha(x_i) = \begin{cases} \text{sgn}(x_i), & \text{if } |x_i| > 1 \\ \text{sig}^\alpha(x_i), & \text{if } |x_i| \leq 1. \end{cases}$$

(1)

Note that $\alpha = 1$, $\text{sat}_\alpha(\cdot)$ becomes the standard saturation function $\text{sat}(\cdot) = \text{sat}_1(\cdot)$. 


2.2. Spacecraft Attitude Dynamics and Kinematics

The spacecraft is modeled as a rigid body with actuators that provide torques about three mutually perpendicular axes that define a body-fixed frame $B$. The equations of motion are given by [14]

$$
\dot{q} = \frac{1}{2} \left[ qI + \dot{\mathbf{q}} \right] \omega = \frac{1}{2} A(q) \omega
$$

$$
J \dot{\omega} = -\omega \times J \omega + \tau
$$

where $\omega = [\omega_1, \omega_2, \omega_3]^T$ is the angular velocity of the spacecraft with respect to an inertial frame and expressed in the body frame $B$, $J \in \mathbb{R}^{3 \times 3}$ is the positive-definite mass moment of inertia matrix, $\tau \in \mathbb{R}^3$ is the applied control torque generated by actuators, and $x^s \in \mathbb{R}^{3 \times 3}$ for a vector $x = [x_1, x_2, x_3]^T$ denotes the skew-symmetric matrix given by

$$
x^s = \begin{bmatrix}
0 & -x_3 & x_2 \\
x_3 & 0 & -x_1 \\
-x_2 & x_1 & 0
\end{bmatrix}.
$$

The limit on the control torque is considered in this paper as $|\tau_i| \leq \tau_M(i = 1, 2, 3)$, where $\tau_M$ is a positive constant.

The unit quaternion $q = [\bar{q}^T, q_4]^T = [q_1, q_2, q_3]^T$ represents the attitude of a rigid spacecraft in the body frame $B$ with respect to the inertial frame $I$, which is defined by

$$
\bar{q} = [q_1, q_2, q_3]^T = \kappa \sin(\kappa_0/2), \quad q_4 = \cos(\kappa_0/2)
$$

where $\kappa$ is the Euler axis, and $\kappa_0$ is the Euler angle. The unit quaternion $q$ satisfies the constraint $||q|| = 1$. Let $q$ represent a given attitude, then $-q$ represents the same attitude after a rotation of $\pm 2\pi$ about an arbitrary axis. The inverse of a quaternion $q$ is given by $q^{-1} = [-\bar{q}^T, q_4]^T$. The quaternion multiplication [15] of two unit quaternion $q$ and $q_0$ is denoted by $q \circ q_0$.

Two control objectives of the present work are: (i) design a control torque $\tau$ such that the attitude state of the spacecraft can converge to the equilibrium point in finite time and (ii) determine a control law for $\tau$ such that the attitude state of the spacecraft can track a time-varying reference trajectory in finite time. The above control objectives should be achieved even in the presence of control input saturation as well as in the absence of angular velocity measurement.

2.3. Homogeneity

For any $\lambda > 0$ and any set of real parameters $r_i > 0 (i = 1, 2, \cdots, n)$, a dilation operator $\delta^\lambda : \mathbb{R}^n \mapsto \mathbb{R}^n$ is defined by

$$
\delta^\lambda(x_1, x_2, \cdots, x_n) = (\lambda^r x_1, \lambda^r x_2, \cdots, \lambda^r x_n)
$$

where $r = [r_1, r_2, \cdots, r_n]^T$.

A continuous function $f : \mathbb{R}^n \mapsto \mathbb{R}$ is homogeneous of degree $k$ with respect to the dilation $\delta^\lambda$ if

$$
\forall \lambda > 0, f(\delta^\lambda(x)) = \lambda^k f(x).
$$

A differential system $\dot{x} = f(x)$ (or a vector field $f$), with continuous $f : \mathbb{R}^n \mapsto \mathbb{R}^n$, is homogeneous of degree $k$ with respect to the dilation $\delta^\lambda$ if

$$
\forall \lambda > 0, f_i(\delta^\lambda(x)) = \lambda^{k+i} f_i(x), i = 1, 2, \cdots, n.
$$

2.4. Definitions and Lemmas

**Definition 1** [16]. Consider the following system:

$$
\dot{x} = f(x, t), f(0, t) = 0, x \in U \subset \mathbb{R}^n
$$
where \( f : U \times \mathbb{R}^n \to \mathbb{R}^n \) is continuous on an open neighborhood \( U \) of the origin \( x = 0 \). The zero solution of (9) is (locally) finite-time stable if it is Lyapunov stable and finite-time convergent in a neighborhood \( U_0 \subseteq U \) of the origin. The “finite-time convergence” means: If, for any initial condition \( x(t_0) = x_0 \in U_0 \) at any given initial time \( t_0 \), there is a setting time \( T > 0 \), such that every solution \( x(t; t_0, x_0) \) of system (9) is defined with \( x(t; t_0, x_0) \in U_0 \setminus \{0\} \) for \( t \in [t_0, T) \) and

\[
\lim_{t \to T} x(t; t_0, x_0) = 0; \quad x(t; t_0, x_0) = 0, \quad \forall t > T. \tag{10}
\]

When \( U = U_0 = \mathbb{R}^n \), the zero solution is said to be globally finite-time stable.

Lemma 1 [16, 17]. Suppose that there is a Lyapunov function \( V(x, t) \) defined on \( U_1 \times \mathbb{R}^n \), where \( U_1 \subseteq U \in \mathbb{R}^n \) is a neighborhood of the origin, and

\[
\dot{V}(x, t) \leq -IV^a(x, t), \forall x \in U_1 \setminus \{0\} \tag{11}
\]

where \( l > 0 \) and \( 0 < a < 1 \). Then, the origin of system (9) is locally finite-time stable. The settling time satisfies

\[
T \leq \frac{V^1-a(x(t_0), t_0)}{l(1-a)} \tag{12}
\]

for a given initial condition \( x(t_0) \in U_1 \).

Corollary 1. Suppose that there is a Lyapunov function \( V(x, t) \) defined on \( U \times \mathbb{R}^n \), and

\[
\dot{V}(x, t) \leq -IV^a(x, t) + kV(x, t), \forall x \in U \setminus \{0\} \tag{13}
\]

where \( l, k > 0 \) and \( 0 < a < 1 \). Then, for a given initial condition \( x(t_0) \) at any initial time \( t_0 \), the origin of system (9) is locally finite-time stable if \( x(t_0) \in U_1 \subseteq U \), where \( U_1 = \{x||V^{1-a}(x, t) < l/k\} \) is a neighborhood of the origin. The settling time satisfies

\[
T \leq \frac{V^1-a(x(t_0), t_0)}{(l - kV^{1-a}(x(t_0), t_0))(1-a)} \tag{14}
\]

for a given initial condition \( x(t_0) \in U_1 \).

Proof. See the Appendix.

Lemma 2 [11]. For any \( x, y \in \mathbb{R}, c > 0 \), and \( d > 0 \), \( |x|^c |y|^d \leq c|x|^{c+d}/(c+d) + d|y|^{c+d}/(c+d) \).

Lemma 3 [6]. For any \( x_i \in \mathbb{R}, i = 1, 2, \cdots , n \), and a real number \( \nu \in (0, 1) \), \( \sum_{i=1}^n |x_i|^\nu \leq (\sum_{i=1}^n |x_i|)^\nu \leq n^\nu \left( \sum_{i=1}^n |x_i| \right)^\nu \).

Proof. See the Appendix.

Lemma 4 [18]. For any \( x_i \in \mathbb{R}, i = 1, 2, \cdots , n \), and a real number \( p > 1 \), \( \sum_{i=1}^n |x_i|^p \leq \left( \sum_{i=1}^n |x_i| \right)^p \leq n^{p-1} \sum_{i=1}^n |x_i|^p \).

Lemma 5 [13]. Consider the following system:

\[
\dot{x} = f(x) + \hat{f}(x, y), f(0) = 0, \quad x \in \mathbb{R}^n \tag{15}
\]

where \( f(x) \) is a continuous homogeneous vector field of degree \( k < 0 \) with respect to the dilation \( \delta^\nu \), \( \hat{f}(0, y) = 0 \) and \( y \) is a bounded vector function. Assume that \( x = 0 \) is an asymptotically stable equilibrium of the system \( \dot{x} = f(x) \). Then, \( x = 0 \) is a local finite-time stable equilibrium of system (15) if and only if

\[
\lim_{\delta \to 0} \frac{\hat{f}(\delta^k x_1, \delta^k x_2, \cdots , \delta^k x_n, y)}{\delta^{\nu k}} = 0, i = 1, 2, \cdots , n, \forall x \neq 0. \tag{16}
\]

Lemma 6 [19]. Let the matrix \( J \in \mathbb{R}^{3 \times 3} \) be symmetric and positive definite. Then, for any \( x \in \mathbb{R}^3 \), the following inequality holds:

\[
\|x^T J x\| \leq (\lambda_{\max}^2(J) - \lambda_{\min}^2(J))^{1/2} \|x\|^2. \tag{17}
\]
3. Velocity-Free Finite-Time Attitude Stabilizing Control of Spacecraft

In this section, a velocity-free finite-time output feedback attitude controller is designed such that the attitude of the spacecraft can converge to the equilibrium point in finite time even in the presence of control input saturation. We assume that attitude measurements are available for feedback. An attitude measurement can be obtained by use of a star-tracker (provides attitude measurement directly), or by using a pair of non-collinear vector measurements (such as a sun-sensor and magnetometer) and applying an algorithm such as QUEST to obtain an attitude measurement. Before designing the controller, a finite-time observer is introduced to estimate the unmeasurable angular velocity in finite time.

3.1. Finite-Time Observer

The finite-time observer for the spacecraft described by (2) and (3) is designed as follows:

\[
\dot{q} = \frac{1}{2} A(q) C_q^{-1} \left[ \dot{\omega} + \theta \gamma_1 P^{-1} \sin^2(q) + \frac{2 \gamma_3 \tilde{q}}{q_4 (1 - \tilde{q}^T \tilde{q})} \right], \quad \dot{q}(0) = q(0) \quad (18)
\]

\[
J \dot{\omega} = -\tilde{\omega} \times J \dot{\omega} + \tau + \theta^2 \gamma_2 J \sin^2(\tilde{q}), \quad \dot{\omega}(0) = 0
\quad (19)
\]

where \( \dot{q} \) and \( \dot{\omega} \) are estimates of \( q \) and \( \omega \), respectively, \( \alpha \in (1/2, 1) \), \( \alpha_1 = 2 \alpha - 1 \), \( \theta, \gamma_1, \gamma_2 \) and \( \gamma_3 \) are some positive constants, respectively, \( \tilde{q} = \tilde{q}^T \odot q \) is the quaternion error between \( q \) and \( \tilde{q} = [q_1, q_2, q_3]^T \), \( P = (\tilde{q} \odot J_3 + \tilde{q}^T) / 2 \), and \( C_q \) denotes the corresponding direction cosine matrix relate to the quaternion \( \tilde{q} \) given by

\[
C_q = C(q) = \left( \tilde{q}_1^2 - \tilde{q}_1^T \tilde{q} \right) I_3 + 2 \tilde{q}_1 \tilde{q}^T - 2 \tilde{q} \tilde{q}^T.
\quad (20)
\]

Note that \( \dot{q} = C(q) \left( \tilde{q}^T \omega - \theta \gamma_1 P^{-1} \sin^2(q) - \frac{2 \gamma_3 \tilde{q}}{q_4 (1 - \tilde{q}^T \tilde{q})} \right) \)
\( C_q \), where \( \tilde{\omega} = \omega - \dot{\omega} \) is the angular velocity estimation error. Then, the dynamic equations for observer errors \( \tilde{q} \) and \( \tilde{\omega} \) are obtained from (2), (3), (18) and (19) as follows:

\[
\dot{\tilde{q}} = \frac{1}{2} A(q) \left[ \tilde{\omega} - \theta \gamma_1 P^{-1} \sin^2(q) - \frac{2 \gamma_3 \tilde{q}}{q_4 (1 - \tilde{q}^T \tilde{q})} \right]
\quad (21)
\]

\[
\dot{\tilde{\omega}} = -J^{-1}(\tilde{\omega} \times J \omega - \tilde{\omega} \times J \dot{\omega}) - \theta^2 \gamma_2 J \sin^2(\tilde{q}).
\quad (22)
\]

For the stability analysis, the governing equations for observer errors \( \tilde{q} \) and \( \tilde{\omega} \) are rewritten as follows:

\[
\begin{cases}
\dot{\tilde{q}} = \frac{1}{2} \tilde{\omega} - \theta \gamma_1 P^{-1} \sin^2(q) + f_1(\tilde{q}, \tilde{\omega}) \\
\dot{\tilde{\omega}} = -J^{-1}(\tilde{\omega} \times J \omega - \tilde{\omega} \times J \dot{\omega}) + f_2(\omega, \dot{\omega})
\end{cases}
\quad (23)
\]

where \( f_1(\tilde{q}, \tilde{\omega}) = (P - I_3/2) \tilde{q} - 2 \gamma_3 P \tilde{q} / \left[ q_4 (1 - \tilde{q}^T \tilde{q}) \right] \) and \( f_2(\omega, \dot{\omega}) = -J^{-1}(\tilde{\omega} \times J \omega - \tilde{\omega} \times J \dot{\omega}) \).

**Corollary 2.** For any given constant \( \Delta > 0 \), if \( \tilde{q} \) is generated by (18), \( ||\omega|| \leq \Delta \), and \( ||\tilde{\omega}|| \leq \Delta \), then \( ||\tilde{q}(t)|| \leq \Delta_1, \forall t \in [0, \infty) \), where \( \Delta_1 = \sqrt{\Delta^2 / (\Delta^2 + \theta \gamma_1 \gamma_3)} < 1 \).

**Proof.** See the Appendix.

**Remark 1.** Note that \( \tilde{q}(0) = q(0) \), which implies that \( ||\tilde{q}(0)|| = ||q(0)|| = 1 \). Consider \( V = \tilde{q}^T \tilde{q} \). Then, the time derivative of \( V \) along with system (18) is \( \dot{V} = 0 \), where the fact that \( \tilde{q}^T \dot{A}(\tilde{q}) = 0 \) has been used. Therefore, \( ||\tilde{q}(t)|| = 1 \) for any \( t \geq 0 \). Furthermore, since \( q \) and \( \tilde{q} \) satisfy the unit norm constraint, \( \tilde{q} \) also satisfies the unit norm constraint.

**Remark 2.** From Corollary 2, we know that if \( \omega \) and \( \tilde{\omega} \) are bounded for all time, then \( ||\tilde{q}(t)|| \leq \Delta_1 < 1, \forall t \in [0, \infty) \), which implies that \( \tilde{q}(t) > 0, \forall t \in [0, \infty) \). Therefore, the possible singularity problem in (18) will never occur if the designed control law can guarantee that \( \omega \) and \( \tilde{\omega} \) are bounded for all time.

**Theorem 1.** Consider the observer defined by (18) and (19). For any positive constant \( \Delta \), if \( ||\omega|| \leq \Delta \), \( ||\tilde{\omega}|| \leq \Delta \), and the parameter \( \theta \) is chosen to be sufficiently large, then the zero solution of system (23) is locally finite-time stable.
Proof. To facilitate the stability analysis, we introduce the following coordinate transformation: \( \tilde{\zeta}_1 = \tilde{q}/\theta \) and \( \tilde{\zeta}_2 = \tilde{\omega}/\theta^2 \). Then, the error dynamics in terms of the transformed coordinate is given by
\[
\begin{align*}
\dot{\tilde{\zeta}}_1 &= \frac{\theta}{\tau} \tilde{\zeta}_2 - \theta^2 \gamma_1 \sigma_\theta(\tilde{\zeta}_1) + \frac{f(\tilde{q}, \tilde{\omega})}{\theta}, \\
\dot{\tilde{\zeta}}_2 &= -\theta^3 \gamma_2 \sigma_\omega(\tilde{\zeta}_1) + \frac{f(\tilde{q}, \tilde{\omega})}{\theta^3}.
\end{align*}
\] (24)

Let \( M \in \mathbb{R}^{6 \times 6} \) be
\[
M = \begin{bmatrix}
-\gamma_1 I_3 & \frac{1}{\theta} I_3 \\
-\gamma_2 I_3 & 0
\end{bmatrix}.
\] (25)

Because \( M \) is a Hurwitz matrix, there exists a positive definite matrix \( N = N^T \) such that \( M^T N + NM = -I_6 \).

Define \( \zeta = [\zeta_1^T, \zeta_2^T]^T, \chi_1 = \zeta_1, \chi_2 = \sigma_\theta(\zeta_2) = 1, \chi_3 = [\chi_1^T, \chi_2^T]^T \), the dilation \( \delta_\zeta(\zeta) = (\lambda \zeta_1^2, \lambda \zeta_2^2) \), and
\[
V_\delta(\zeta) = \chi^T N \chi.
\] (26)

First, we consider the case when \( f_1(\tilde{q}, \tilde{\omega}) = 0 \) and \( f_2(\omega, \tilde{\omega}) = 0 \), i.e., system (24) is
\[
\begin{align*}
\dot{\tilde{\zeta}}_1 &= \frac{\theta}{\tau} \tilde{\zeta}_2 - \theta^2 \gamma_1 \sigma_\theta(\tilde{\zeta}_1) \\
\dot{\tilde{\zeta}}_2 &= -\theta^3 \gamma_2 \sigma_\omega(\tilde{\zeta}_1).
\end{align*}
\] (27)

Let \( f_\alpha \) be the vector field of (27), and it can be verified that \( f_\alpha \) is homogeneous of degree \( \alpha - 1 \) with respect to the dilation \( \delta_\zeta(\zeta) \). Note that \( -\alpha < \alpha - 1 < 0 \) if \( \alpha \in (1/2, 1) \). Furthermore, \( V_\delta(\zeta) \) and \( L_f V_\delta(\zeta) \) are homogeneous of degree 2 and \( \alpha + 1 \) with respect to the dilation \( \delta_\zeta(\zeta) \), respectively. By application of Lemma 4.2 in [20], we obtain that
\[
-c_1(\alpha, \theta)V_\delta^0(\zeta) \leq L_f V_\delta(\zeta) \leq -c_2(\alpha, \theta)V_\delta^0(\zeta)
\] (28)

where \( c_1(\alpha, \theta) = -\min_{\epsilon \in V_\delta(\zeta) = 1} L_f V_\delta(\zeta) \), \( c_2(\alpha, \theta) = \max_{\epsilon \in V_\delta(\zeta) = 1} L_f V_\delta(\zeta) \), and \( \beta = (1 + \alpha)/2 \). Using the same method as that in [21] and [22], it can be verified that \( \lim_{\epsilon \to 1} c_2(\alpha, \theta) \geq \theta/\lambda_{\max}(N) \).

Next, the time derivative of \( V_\delta \) along with system (24) is obtained as follows
\[
\dot{V}_\delta(\zeta) \leq -c_2(\alpha, \theta)V_\delta^0(\zeta) + 2\chi^T N \left[ \frac{1}{\tau} f_1(\tilde{q}, \tilde{\omega}) \right] f_2(\omega, \tilde{\omega}).
\] (29)

If we choose the observer parameter \( \theta \) such that \( \theta \geq \Delta^2 \), then we have \( \| \tilde{q}(t) \| \leq \Delta_1 \leq \Delta_2 = \sqrt{1/(1 + \gamma_1 \gamma_3)} < 1 \) and \( \tilde{q}_d(t) \geq \sqrt{1 - \Delta_2^2}, \forall t \in [0, \infty) \), where Corollary 2 has been used.

Noting that
\[
\left\| \left( P - \frac{1}{\tau} I_3 \right) \omega \right\| \leq \| \omega \| \left| \frac{\tilde{q}_d - 1}{2} \right| + \frac{1}{\sqrt{2} \gamma_3} \| \omega \| \leq 2\Delta \| \tilde{q}_d \|
\] (30)

\[
\left| - \frac{2\gamma_3 P \tilde{q}}{\tilde{q}_d (1 - \tilde{q}^T \tilde{q})} \right| \leq \frac{\sqrt{2} \gamma_3}{(1 - \Delta_2^2)^{3/2}} \| \omega \|
\] (31)

\[
\| J^{-1}(\omega^T \omega - \tilde{\omega}^T \tilde{\omega}) \| \leq 4\Delta \lambda_{\max}(J^{-1}) \lambda_{\max}(J) \| \tilde{\omega} \|
\] (32)

where the inequality \( \| P \| \leq \sqrt{2}/2 \) is applied, we obtain
\[
2 \chi^T N \left[ \frac{1}{\tau} f_1(\tilde{q}, \tilde{\omega}) \right] f_2(\omega, \tilde{\omega}) \leq 2\lambda_{\max}(N) \| \chi \| \left[ \rho_1 \| \chi \| + \frac{\rho_2}{\alpha} \left( \sum_{i=1}^{3} \| \zeta_2 \|^{\frac{1}{2} - 1} \right) \left( \sum_{i=1}^{3} \| \zeta_2 \| \right) \right]
\] (33)

where \( \rho_1 = 2\Delta + \sqrt{2} \gamma_3/(1 - \Delta_2^2)^{3/2} \) and \( \rho_2 = 4\Delta \lambda_{\max}(J^{-1}) \lambda_{\max}(J) \).

By using Lemma 2, we obtain
\[
\| \zeta_2 \|^{\frac{1}{2} - 1} \left( \sum_{i=1}^{3} \| \zeta_2 \| \right) \leq 3(1 - \alpha) \| \zeta_2 \|^{\frac{1}{2} + \alpha} + \alpha \left( \sum_{i=1}^{3} \| \zeta_2 \| \right)
\] (34)
where $j = 1, 2, 3$, and it follows that
\[
\left( \sum_{i=1}^{3} |z_{2i}|^{\frac{1}{2} - 1} \right) \left( \sum_{i=1}^{3} |z_{2i}| \right) \leq 3 \left( \sum_{i=1}^{3} |z_{2i}|^{\frac{1}{2}} \right) \leq 3 \sqrt{3} \|\chi_2\|
\]
(35)

where Lemma 3 is used. Applying (35) to (33) leads to
\[
2\chi^T N \left[ \frac{1}{2} f_i(\tilde{q}, \tilde{\omega}) \right] \leq 2 \sqrt{2} \rho \lambda_{\text{max}}(N) \|\chi\|^2 \leq c_3 V_\alpha(\zeta)
\]
(36)

where $\rho = \max(\rho_1, 3 \sqrt{3} \rho_2 / \alpha)$, $c_3 = 2 \sqrt{2} \rho \lambda_{\text{max}}(N) / \lambda_{\text{min}}(N)$, and the inequality $\|\chi_1\| + \|\chi_2\| \leq \sqrt{2} \|\chi\|$ is applied. Thus, (29) becomes
\[
V_\alpha(\zeta) \leq -c_2(\alpha, \theta) V^\alpha_\beta(\zeta) + c_3 V_\alpha(\zeta)
\]
(37)

which implies that $V_\alpha \leq 0$ as long as $\zeta$ lies within the following set:
\[
\Omega_1 = \left\{ \zeta \left| V_\alpha(\zeta) < \left( \frac{c_2}{c_3} \right)^{1/(1-\beta)} \right\} \right.
\]
(38)

By noting that $V_\alpha \leq \lambda_{\text{max}}(N) \|\chi\|^2$, the set
\[
\Omega_{10} = \left\{ \zeta \left| \|\chi\| < \frac{1}{\lambda_{\text{max}}(N)} \left( \frac{c_2}{c_3} \right)^{1/(1-\beta)} \right\} \right.
\]

is a subset of $\Omega_1$.

Note that if $\|\tilde{q}\| \leq \Delta_2$, $\|\tilde{\omega}\| \leq \Delta$, $\|\tilde{\omega}\| \leq \Delta$, and $\theta > \max(1, \Delta^2)$, then $\|\zeta\| \leq \Delta_2 / \theta + 2 \Delta / \theta^2 \leq \Delta_3 / \theta$, where $\Delta_3 = \Delta_2 + 2 \Delta$, and $\chi$ can be bounded by
\[
\|\chi\| \leq \|\chi_1\| + \|\sin^{1/\alpha}(\chi_2)\| \leq \|\chi_1\| + \|\chi_2\|^{1/\alpha} \leq \frac{1}{\theta} \left( \Delta_3 + \Delta_3^{1/\alpha} \right)
\]
(39)

where Lemma and the inequality $1 / \theta^{1/\alpha} \leq 1 / \theta$ are applied. Thus, $\zeta$ lies in the following set:
\[
\Omega_2 = \left\{ \zeta \left| \|\chi\| \leq \frac{1}{\theta} \left( \Delta_3 + \Delta_3^{1/\alpha} \right) \right\} \right.
\]
(40)

By Corollary 1, to show the finite-time stability of the observer, it must be guaranteed that $\Omega_2 \subseteq \Omega_1$. Let the parameter $\theta > \max(1, \Delta^2)$ be sufficiently large such that
\[
\theta \sqrt{\frac{1}{\lambda_{\text{max}}(N)} \left( \frac{c_2}{c_3} \right)^{\frac{1}{1-\beta}}} > \Delta_3 + \Delta_3^{1/\alpha}
\]
(41)

which implies that $\Omega_2 \subseteq \Omega_{10} \subseteq \Omega_1$. Hence, we conclude that the origin of system (24) is locally finite-time stable, and consequently, the zero solution of system (23) is locally finite-time stable.

Remark 3. In Theorem 1, we show that $\tilde{q}$ converges to zero in finite time. By the unit norm constraint (i.e., $\|\tilde{q}\| = 1$) and Corollary 2, we can conclude that $\tilde{q}_4$ converges to $+1$ in finite time.

Remark 4. In [21] and [22], finite-time observers have been proposed for an uniformly observable and globally Lipschitzian nonlinear system. Using MRPs as attitude representation, semi-global finite-time observers have been presented for rigid spacecraft [12, 13]. However, the three-parameters (MRPs) attitude representation suffers from singularity problems [23], and thus unit quaternion is chosen to represent the attitude of the spacecraft in this paper. It is also important to point out that, due to the unit norm constraint (i.e., $\|q(\tilde{q})\| = 1, \forall t \in [0, \infty]$), the methods in [12, 13, 21, 22] cannot be applied for attitude control of rigid spacecraft using quaternion-based attitude representation.
Remark 5. As stated in proof of Theorem 1, the parameter \( \theta > \max\{1, \Delta^2\} \) needs to be sufficiently large as we consider the bound of \( \omega \) and \( \hat{\omega} \) can be any positive constant. In practice, since the bound of \( \omega \) and \( \hat{\omega} \) is usually not a large number, we can choose the parameter \( \theta \) larger than 1 rather than being sufficiently large. This can be explained as follows.

Note that the governing equations for observer errors \( \tilde{q} \) and \( \hat{\omega} \) are

\[
\begin{aligned}
\dot{\tilde{q}} &= \frac{1}{\beta} \tilde{\omega} - \theta \gamma_1 \text{sgn}(\tilde{q}) + f_1(\tilde{q}, \hat{\omega}) \\
\dot{\hat{\omega}} &= -\theta^2 \gamma_2 \text{sgn}(\tilde{q}) + f_2(\omega, \hat{\omega})
\end{aligned}
\]  

(42)

It is easy to verify that the nominal system of (42) (i.e., \( f \neq 0 \) and \( f = 0 \)) is asymptotically stable. Consider the dilation \( \delta_\alpha(\tilde{q}, \hat{\omega}) = (\lambda \tilde{q}^T, \lambda^\alpha \hat{\omega}^T) \), and we can verify that the nominal system of (42) is homogeneous of degree \( \alpha - 1 < 0 \) with respect to the dilation \( \delta_\alpha(\tilde{q}, \hat{\omega}) \). Furthermore, by noting that \( \tilde{q}_d = \sqrt{1 - \tilde{q}^T \tilde{q}} \) and \( f_2(\omega, \hat{\omega}) = -J^{-1}(\tilde{\omega} \hat{\omega}^T J \omega - \tilde{\omega}^T J \hat{\omega}) = -J^{-1}(\tilde{\omega} \hat{\omega}^T J \omega + \tilde{\omega}^T J \hat{\omega}) = \tilde{f}_2(\tilde{q}, \hat{\omega}) \), it can be verified that

\[
\lim_{\lambda \to 0} \frac{f_1(\lambda \tilde{q}, \lambda^\alpha \hat{\omega})}{\lambda^\alpha} = 0, \quad \lim_{\lambda \to 0} \frac{\tilde{f}_2(\lambda \tilde{q}, \lambda^\alpha \hat{\omega})}{\lambda^{2\alpha - 1}} = 0
\]  

(43)

if \( \omega \) and \( \hat{\omega} \) are bounded. Using Lemma 5, we obtain that system (42) is locally finite-time stable without requiring \( \theta \) to be sufficiently large.

Next, the effect of external disturbances on the performance of the finite-time observer is discussed. We assume that there are bounded external disturbances acting on the spacecraft, i.e., the attitude dynamics is

\[
J \dot{\omega} = -\omega^T J \omega + \tau + d
\]  

(44)

where \( d \in \mathbb{R}^3 \) denotes the external disturbance and is bounded such that \( \|d\| \leq d_M \) with \( d_M \) being a positive constant. The result is stated as follows.

Corollary 3. Consider the spacecraft described by (2) and (44) in the presence of disturbance and the observer defined by (18) and (19). For any positive constant \( \Delta \), if \( \|\omega\|, \|\hat{\omega}\| \leq \Delta \), the observer parameter \( \alpha \) satisfies \( \alpha \in (1/2, 1) \) and the parameter \( \theta \) is chosen to be sufficiently large, then the observer error \( e = [\tilde{q}^T, \hat{\omega}^T]^T \) converges to the region \( \|e\| \leq \Delta_e \) in finite time, where \( \Delta_e \) is defined by

\[
\Delta_e = \frac{\lambda_1^{1/2} \alpha^{3/2}}{\lambda_2^{1/2} (N)} \left( \frac{c_4}{(c_2 - c_1) \theta^{2(1-\alpha)/\alpha}} \right)^{\alpha/(2\alpha - 1)}
\]  

(45)

with \( c_4 \) given by

\[
c_4 = \frac{2 \times 3.35 d_M \lambda_{\text{max}}(N)}{\alpha (\lambda_{\text{min}}(N))^{1/2}}
\]  

(46)

Proof. See the Appendix.

3.2. Finite-Time Attitude Stabilizing Controller Design

With the application of the finite-time observer, a velocity-free finite-time attitude controller is designed for rigid spacecraft as follows:

\[
\tau = \begin{cases} 
-k_1 M_1^T \text{sgn}(\tilde{q}) - k_2 \text{sat}_{\alpha_2}(\hat{\omega}), & \text{if } (\tilde{q}, \hat{\omega}) \in \Omega_3 \\
-k_1 \tilde{q} - k_2 \text{sat}(\hat{\omega}), & \text{otherwise}
\end{cases}
\]  

(47)

where \( k_1 \) and \( k_2 \) are positive constants, \( M_1 = (q_d J + \tilde{q}^T)/2 \), \( \alpha_2 = \alpha_1/\alpha \), and \( \Omega_3 \) is defined by

\[
\Omega_3 = \left\{ (\tilde{q}, \hat{\omega}) \left| \sum_{i=1}^{3} |q_i|^{(\alpha_1+1)/\alpha_1} + \frac{1 + \alpha_1}{2k_1} \tilde{\omega}^T J \hat{\omega} < 1 \right. \right\}
\]  

(48)

It is easy to verify that \( M_1 \) is nonsingular if \( (\tilde{q}, \hat{\omega}) \in \Omega_3 \).
It can be seen that the angular velocity measurement is not required in the control law (47). Moreover, the finite-time convergence of the attitude state can be achieved as shown in the following theorem. Hence, we call (47) as a velocity-free finite-time attitude controller. Next, we show that the finite-time controller (47) can satisfy the input saturation constraint if we choose some appropriate control gains $k_1$ and $k_2$.

If $(\hat{q}, \dot{\omega}) \in R^6 \setminus \Omega_3$, then $r_i (i = 1, 2, 3)$ can be bounded by $|r_i| \leq k_1 + k_2$. If $(\tilde{q}, \tilde{\omega}) \in \Omega_3$, then $r_1 = -k_1[q_4 \text{sig}^{\alpha_1}(q_4) + q_3 \text{sig}^{\alpha_1}(q_3) - q_2 \text{sig}^{\alpha_1}(q_2)]/2 - k_2 \text{sat}_{\alpha_2}(\dot{\omega_1})$, and the bound on $r_1$ is

$$|r_1| \leq k_2 + \frac{k_1}{2}(|q_4| |\text{sig}^{\alpha_1}| + |q_3| |\text{sig}^{\alpha_1}| + |q_2| |\text{sig}^{\alpha_1}|)$$

$$\leq k_2 + \frac{k_1}{2}(1 + \alpha_1) + \frac{k_1}{2}(1 + \alpha_1) + \frac{k_1}{2}(1 + \alpha_1)$$

$$\leq k_2 + \frac{3^{1-\alpha_1}k_1}{2} \leq k_1 + k_2 \tag{49}$$

where Lemmas 2 and 3 are used. Similarly, it can be verified that $|r_i| \leq k_1 + k_2 (i = 2, 3)$. Thus, the control input $r$ given in (47) can be bounded by $|r_i| \leq \tau_M (i = 1, 2, 3)$ if control gains $k_1$ and $k_2$ satisfy $k_1 + k_2 \leq \tau_M$.

**Lemma 7.** Consider the spacecraft described by (2) and (3) under the control law given by

$$\tau = -k_1 \hat{q} - k_2 \text{sat}(\dot{\omega}) \tag{50}$$

where $\ddot{\omega}$ is generated by the observer defined by (18) and (19). For any positive constant $V_M$, if the initial conditions satisfy $V_{10}(q_4(0), \dot{\omega}(0), \zeta(0)) \leq V_M$, where $V_{10}$ is defined by

$$V_{10} = 2k_1(1 - q_4) + \frac{1}{2} \omega^T J \ddot{\omega} + V_\alpha(\zeta) \tag{51}$$

and $V_\alpha(\zeta)$ is given by (26), then there exists a sufficiently large observer parameter $\theta$ such that $\tilde{q}$ and $\omega$ converge to zero as $t \to \infty$.

**Proof.** See the Appendix.

**Theorem 2.** Consider the spacecraft described by (2) and (3) under the control law (47), where $\ddot{\omega}$ is generated by the observer defined by (18) and (19). For any positive constant $V_M$, if the initial conditions satisfy $V_{10}(q_4(0), \dot{\omega}(0), \zeta(0)) \leq V_M$, where $V_{10}$ is defined by (51), then there exists a sufficiently large observer parameter $\theta$ such that $\tilde{q}$ and $\omega$ converge to zero in finite time.

**Proof.** Two cases are considered for the proof, i.e., $(\tilde{q}, \ddot{\omega}) \in \Omega_3$ and $(\tilde{q}, \ddot{\omega}) \in R^6 \setminus \Omega_3$. When $(\tilde{q}, \ddot{\omega}) \in R^6 \setminus \Omega_3$, from Lemma 7, we conclude that $\tilde{q}, \ddot{\omega}$ and $\omega$ asymptotically converge to zero, which implies that $\tilde{q}$ and $\ddot{\omega}$ converge to the set $\Omega_3$ in finite time.

When $(\tilde{q}, \ddot{\omega}) \in \Omega_3$, with the control law (47), the dynamic equations for $\tilde{q}$ and $\ddot{\omega}$ are described by

$$\dot{\tilde{q}} = M_1 \dot{\omega} + M_1 \dot{\omega} + \theta^2 M_1 \xi_2 \tag{52}$$

$$\dot{\omega} = -\omega^T J \ddot{\omega} + \theta^2 \gamma_2 J \text{sig}^\alpha(\tilde{q}) - k_1 M_1^T \text{sig}^\alpha(\tilde{q}) - k_2 \text{sat}_{\alpha_2}(\dot{\omega})$$

$$= -\omega^T J \ddot{\omega} - k_1 M_1^T \text{sig}^\alpha(\tilde{q}) - k_2 \text{sat}_{\alpha_2}(\dot{\omega}) + \theta^2 \gamma_2 J \text{sig}^\alpha(\zeta). \tag{53}$$

Next, we show that all signals in the closed-loop system are bounded. Consider the following Lyapunov function:

$$V_2 = \frac{k_1}{1 + \alpha_1} \sum_{i=1}^{3} |q_i|^{1 + \alpha_1} + \frac{1}{2} \omega^T J \ddot{\omega} + K_2 V_\alpha(\zeta) \tag{54}$$

where $V_\alpha(\zeta)$ is defined by (26), and $K_2 > 0$ is a sufficiently large constant.
The time derivative of $V_2$ along with (37), (52) and (53) is given by

$$
V_2 \leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) + k_1 \theta^2 \|\text{sig}^a(\ddot{q})\|^T M_{1\dot{q}_1} + \theta^2 + \alpha_1 \gamma_2 \dot{\omega}^T J \text{sig}^{a_1}(\ddot{q})_1 - c_2 K_2 V_{\alpha}(\xi) + c_3 K_2 V_{\alpha}(\dot{\xi})
$$

$$
\leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - c_2 K_2 V_{\alpha}(\xi) + c_3 K_2 V_{\alpha}(\dot{\xi}) + \frac{\sqrt{\gamma_2} \times (3 - \alpha_1)/2}{2} k_1 \theta^2 \|\dot{\xi}_3\|_2 + 3(1 - \alpha_1)/2 \gamma_2 \dot{\omega}^2 \alpha_1 \max(J)\|\dot{\omega}\|_2 \|\ddot{q}\|_2
$$

$$
\leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - c_2 K_2 V_{\alpha}(\xi) + c_3 K_2 V_{\alpha}(\dot{\xi}) + \frac{\sqrt{\gamma_2} \times (3 - 3\alpha_1)/2}{2} k_1 \theta^2 \|\dot{\xi}_3\|^2 + 3(1 - \alpha_1)/2 \gamma_2 \dot{\omega}^2 \alpha_1 \max(J)\|\dot{\omega}\|_2 \|\ddot{q}\|_2
$$

where the inequalities $\|\dot{\omega}\| \leq \sqrt{2V_{M_1}/\lambda_{\min}(J)}$, $\|M_1\| \leq \sqrt{2/2}$, $\|\text{sig}^{a_1}(\ddot{q})\|_2 \leq 3(1 - \alpha_1)/2$, $\|\text{sig}^{a_1}(\ddot{q})_1\|_2 \leq 3(1 - \alpha_1)/2$ and $\|\dot{\xi}_3\| \leq 3(1 - \alpha_1)/2 \|\dot{\xi}_3\|_2$ are used, $\rho_5 = \sqrt{2 \times 3(1 - 3\alpha_1)/2} k_1 \theta^2 / [2\lambda_{\min}(N)]$, and $\rho_6$ is defined by

$$
\rho_6 = \frac{3(1 - \alpha_1)/2 \sqrt{2V_{M_1}} \gamma_2 \dot{\omega}^2 \alpha_1 \max(J)}{\sqrt{\lambda_{\min}(J)} \lambda_{\min}(N)}
$$

Let $K_2 > \max(\rho_5, \rho_6)$, then (55) becomes

$$
V_2 \leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - c_2 K_2 V_{\alpha}(\xi) + c_3 K_2 V_{\alpha}(\dot{\xi}) + K_2 V_{\alpha}^{a_1/2}(\xi) + K_2 V_{\alpha}^{a_1/2}(\xi).
$$

Next, we consider two cases, i.e., $V_{\alpha}(\xi) \geq 1$ and $V_{\alpha}(\xi) < 1$. If $V_{\alpha}(\xi) \geq 1$, then (57) becomes

$$
V_2 \leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - c_2 K_2 V_{\alpha}(\xi) + (c_3 + 2) K_2 V_{\alpha}(\dot{\xi})
$$

$$
= -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - K_2 V_{\alpha}(\dot{\xi}) \left[ c_2 - (c_3 + 2) V_{\alpha}(\dot{\xi}) \right].
$$

We can choose a sufficiently large parameter $\theta$ such that $c_2 > (c_3 + 2) V_{M_0}^{a_1/2}$, where $V_{M_0} = V_M + 3k_1/(1 + \alpha_1)$, then it follows that $V_2 < 0$ on $V_{\alpha}(\xi) \geq 1$, where $V_{\alpha}(\xi) = k_1 \sum_{i=1}^{3} \|q_i\|_{1+\alpha_1}/(1 + \alpha_1) + \dot{\omega}^T J \dot{\omega} / 2 + V_{\alpha}(\xi)$, which implies that all signals in the closed-loop system are bounded.

If $V_{\alpha}(\xi) < 1$, then (57) becomes

$$
V_2 \leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - c_2 K_2 V_{\alpha}(\xi) + (c_3 + 2) K_2 V_{\alpha}^{a_1/2}(\xi)
$$

$$
= -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) - K_2 V_{\alpha}^{a_1/2}(\xi) \left[ c_2 V_{\alpha}^{a_1/2}(\xi) - (c_3 + 2) \right]
$$

and it follows that $V_2 < 0$ when $V_{\alpha}(\xi) > [(c_3 + 2) / c_2]^{1/(\beta - \alpha_1)}$. Therefore, we conclude that all signals in the closed-loop system are bounded, and there exists a positive constant $\Delta$ such that $\|\dot{\omega}\|_2 \leq \Delta$ and $\|\dot{\omega}\|_2 \leq \Delta$. From Theorem 1, we claim that $\ddot{q}$ and $\dot{\omega}$ converge to zero in a finite time $t_f$. When $t \geq t_f$, $V_2$ and $\dot{V}_2$ become

$$
V_2 = \frac{k_1}{1 + \alpha_1} \sum_{i=1}^{3} \|q_i\|_{1+\alpha_1} + \frac{1}{2} \dot{\omega}^T J \dot{\omega}
$$

$$
\dot{V}_2 \leq -k_2 \dot{\omega}^T \text{sat}_a(\dot{\omega}) \leq 0.
$$

Moreover, when $t \geq t_f$, $\ddot{q}$ and $\dot{\omega}$ are governed by the following dynamic equations:

$$
\begin{cases}
\dot{q} = M_1 \dot{\omega} \\
J \dot{\omega} = -\dot{\omega}^T J \dot{\omega} - k_1 M_1^T \text{sig}^{a_1}(\ddot{q}) - k_2 \text{sat}_a(\dot{\omega}).
\end{cases}
$$

To prove the above system is finite-time stable, two steps are considered as follows.

**Step (1): Asymptotic Stability of System (62).**

Notice that $V_2 \equiv 0$ implies $\dot{\omega} \equiv 0$, which, in turn, implies $\ddot{q} \equiv 0$ using (62) and the fact that $M_1$ is nonsingular when $(\ddot{q}, \dot{\omega}) \in \Omega_i$. By LaSalle’s invariant set theorem, the zero solution of system (62) is asymptotically stable, i.e., $\ddot{q}$ and $\dot{\omega}$ converge to zero as $t \to \infty$, which implies that $q_t$ converges to $+1$ or $-1$ as $t \to \infty$. 

In this step, we show that system (62) is locally finite-time stable. System (62) can be rewritten as:

\[
\begin{align*}
\dot{\hat{q}} &= \frac{1}{2} \dot{\omega} + f_3(\hat{q}, \dot{\omega}) \\
\dot{\omega} &= -\frac{a_1}{3} J^{-1} \text{sgn}_1(\hat{q}) - k_2 J^{-1} \text{sgn}_2(\dot{\omega}) + f_4(\hat{q}, \dot{\omega})
\end{align*}
\]

(63)

where \( f_3 = (M_1 - sI_3/2) \dot{\omega}, f_4 = -J^{-1} \left[ J^\times \dot{J} \omega + k_1 \left( M_1^T - sI_3/2 \right) \text{sgn}_1(\hat{q}) \right] \), and \( s = 1 \) or \( s = -1 \) is a constant.

First, we show that the nominal system of (63), i.e., system

\[
\begin{align*}
\dot{\hat{q}} &= \frac{1}{2} \dot{\omega} + f_3(\hat{q}, \dot{\omega}) \\
\dot{\omega} &= -\frac{a_1}{3} J^{-1} \text{sgn}_1(\hat{q}) - k_2 J^{-1} \text{sgn}_2(\dot{\omega})
\end{align*}
\]

(64)

is asymptotically stable and homogeneous. Consider the following Lyapunov function:

\[
V_2 = \frac{k_1}{1 + a_1} \sum_{i=1}^3 |q_i|^{1+\alpha} + \frac{1}{2} \dot{\omega}^T J \dot{\omega}
\]

(65)

Taking the time derivative of \( V_2 \) along with system (64) results in

\[
\dot{V}_2 = -k_2 \dot{\omega}^T \text{sgn}_2(\dot{\omega}) \leq 0.
\]

(66)

Following the similar proof as that in Step (1) and using LaSalle’s invariant set theorem, we conclude that the solution of system (64) is asymptotically stable. Define the dilation \( \delta'_{\lambda}(\hat{q}, \dot{\omega}) = (\lambda \hat{q}^T, \lambda \dot{\omega}^T) \), and we can verify that system (64) is homogeneous of degree \( \alpha - 1 < 0 \) with respect to the dilation \( \delta'_{\lambda}(\hat{q}, \dot{\omega}) \). Furthermore, by noting that \( q_4 = s \sqrt{1 - ||\hat{q}||^2} \), \( f_3 \) and \( f_4 \) can be reexpressed as

\[
\begin{align*}
f_3 &= s \left( \frac{\sqrt{1 - ||\hat{q}||^2} - 1}{2} \right) I_3 + \hat{q}^T \\
f_4 &= -J^{-1} \dot{\hat{q}}^T \dot{J} \dot{\omega} - k_1 J^{-1} \left( M_1^T - sI_3/2 \right) \text{sgn}_1(\hat{q}) \\
&= -J^{-1} \dot{\hat{q}}^T \dot{J} \dot{\omega} - \frac{sk_1}{2} J^{-1} \left( \sqrt{1 - ||\hat{q}||^2} - 1 \right) I_3 - \hat{q}^T \text{sgn}_1(\hat{q})
\end{align*}
\]

(67)

(68)

and it can be verified that

\[
\begin{align*}
\lim_{A \to 0} \frac{f_3(\lambda \hat{q}, \lambda \dot{\omega})}{A^\alpha} &= \lim_{\lambda \to 0} \left( \frac{-s\lambda^2 ||\hat{q}||^2 \dot{\omega}^T}{2(1 + \sqrt{1 - A^2 ||\hat{q}||^2})} + \lambda \hat{q}^T \dot{\omega} \right) = 0 \\
\lim_{A \to 0} \frac{f_4(\lambda \hat{q}, \lambda \dot{\omega})}{A^{2\alpha-1}} &= \lim_{\lambda \to 0} \left( -\lambda J^{-1} \dot{\hat{q}}^T \dot{J} \dot{\omega} + \frac{\lambda sk_1}{2} J^{-1} \dot{\hat{q}}^T \text{sgn}_1(\hat{q}) + \frac{sk_1 \lambda^2 J^{-1} ||\hat{q}||^2 \text{sgn}_1(\hat{q})}{2(1 + \sqrt{1 - A^2 ||\hat{q}||^2})} \right) = 0.
\end{align*}
\]

(69)

(70)

Using Lemma 5, we conclude that system (63) is locally finite-time stable. By the results of Steps (1) and (2), we obtain that the zero solution of system (62) is finite-time stable, i.e., \( \hat{q} \) and \( \dot{\omega} \) converge to zero in finite time. Since \( \omega(t) = \dot{\omega}(t) \) when \( t \geq t_f \), we conclude that \( \omega \) also converges to zero in finite time.

Remark 6. Note that there is a switch in the control law (47). It is important to point out if \( t \geq t_f \) and \( (\hat{q}, \dot{\omega}) \in \Omega_3 \), then we obtain that \( V_2 \leq 0 \), which implies that \( \Omega_3 \) is an invariant set; that is, once \( t \geq t_f \) and \( (\hat{q}, \dot{\omega}) \in \Omega_3 \), then \( (\hat{q}, \dot{\omega}) \) will stay within the set \( \Omega_3 \) forever and there will be no more switching between two controllers.

Remark 7. In practice, there always exists measurement noise which may cause pathological problems when control laws involve switching. Specifically, it may be possible for a certain choice of measurement error to get stuck in a hysteresis type loop around the switching point. For this case, the measured quaternion \( q_m = q + q_n \) is used to replace the true quaternion \( q \) in the control law, where \( q_m \) is the measured quaternion and \( q_n \) represents the measurement noise, and we modify the switch rule to overcome this problem. Assume the magnitude of the noise
measurement is \(|q_{m}| \leq n_m(i = 1, 2, 3, 4)| where \(n_m\) is a known positive constant. Let \(g_{i}(q_{m}) = |q_{i} + q_{m}|^{1+\alpha_{i}}\). By mean value theorem, we have
\[
g_{i} = |q_{i}|^{1+\alpha_{i}} + \frac{\partial g_{i}}{\partial q_{m}}(q_{m})q_{m} \leq |q_{i}|^{1+\alpha_{i}} + (1 + \alpha_{i})(1 + |q_{m}|)^{\alpha_{i}}|q_{m}|
\]
\[
\leq |q_{i}|^{1+\alpha_{i}} + n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}
\]
where \(q_{m}\) is some point in \((0, q_{m})\), which implies that \(|q_{m}|^{1+\alpha_{i}} = |q_{i} + q_{m}|^{1+\alpha_{i}} \leq |q_{i}|^{1+\alpha_{i}} + n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}\).

Similarly, we have \(|q_{m}|^{1+\alpha_{i}} = |q_{i} + q_{m}|^{1+\alpha_{i}} \geq |q_{i}|^{1+\alpha_{i}} - n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}\). The switch rule is now modified as: if
\[
\sum_{i=1}^{3} \frac{3}{|q_{m}|^{1+\alpha_{i}}} + \frac{1 + \alpha_{i}}{2k_{1}} \omega^{T} J \dot{\omega} > 1 + 3n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}
\]
then the control law is \(\tau = -k_{1}\bar{q} - k_{2}\text{sat}(\hat{\omega})\); if
\[
\sum_{i=1}^{3} \frac{3}{|q_{m}|^{1+\alpha_{i}}} + \frac{1 + \alpha_{i}}{2k_{1}} \omega^{T} J \dot{\omega} < 1 - 3n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}
\]
then the control law is \(\tau = -k_{1}M_{1}^{T} \text{sig}^{\alpha_{i}}(\bar{q}) - k_{2}\text{sat}_{\alpha_{i}}(\hat{\omega})\); if
\[
1 - 3n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}} \leq \sum_{i=1}^{3} \frac{3}{|q_{m}|^{1+\alpha_{i}}} + \frac{1 + \alpha_{i}}{2k_{1}} \omega^{T} J \dot{\omega} \leq 1 + 3n_{m}(1 + \alpha_{i})(1 + n_{m})^{\alpha_{i}}
\]
than the control law at previous time is applied when \(t > 0\), and the control law is \(\tau = -k_{1}M_{1}^{T} \text{sig}^{\alpha_{i}}(\bar{q}) - k_{2}\text{sat}_{\alpha_{i}}(\hat{\omega})\) when \(t = 0\).

**Remark 8.** It is worth mentioning that during the transient phase the finite-time controller may require a slightly larger control effort than the asymptotic controller. This can be explained as follows: for any \(0 < |x| < 1\, we have \(|x|^{\alpha} > |x| \) with \(0 < \alpha < 1\). However, since the finite-time control law can provide a faster transient response and a higher accuracy control performance, during the steady-state stage, the finite-time controller can reduce the energy consumption as compared with the asymptotic controller.

4. **Velocity-Free Finite-Time Attitude Tracking Control of Spacecraft**

In this section, we consider finite-time attitude tracking control of spacecraft using only attitude measurements. Consider the desired frame \(B_{D}\) with orientation \(q_{d} = [\hat{q}_{d}^{T}, q_{d}]^{T}\), where the desired attitude \(q_{d}\) is generated by
\[
\dot{q}_{d} = \frac{1}{2}A(q_{d})\omega_{d}
\]
with \(\omega_{d} \in R^{3}\) being the desired angular velocity. The attitude tracking error is defined as \(q_{e} = q_{d}^{-1} \odot q_{e}\) and the angular velocity error is defined as \(\omega_{e} = \omega - C_{q_{e}}\omega_{d}\), where \(C_{q_{e}} = C(q_{e})\) denotes the corresponding direction cosine matrix relate to the quaternion \(q_{e}\). Then, the governing differential equations for the attitude tracking error \(q_{e}\) and angular velocity error \(\omega_{e}\) are stated as follows:
\[
\dot{q}_{e} = \frac{1}{2}A(q_{e})\omega_{e}
\]
\[
J\dot{\omega}_{e} = -\omega^{x} J\omega - J(C_{q_{e}}\omega_{d} - \omega_{e}^{x}C_{q_{e}}\omega_{d}) + \tau
\]
\[
= -\omega_{e} + C_{q_{e}}\omega_{d})^{x} J(\omega_{e} + C_{q_{e}}\omega_{d}) - J(C_{q_{e}}\omega_{d} - \omega_{e}^{x}C_{q_{e}}\omega_{d}) + \tau.
\]

**Assumption 1.** The desired angular velocity \(\omega_{d}\) and its first two derivatives are assumed to be bounded such that \(|\omega_{d}| \leq B_{1}, |\dot{\omega}_{d}| \leq B_{2}, |\ddot{\omega}_{d}| \leq B_{3}\), where \(B_{1}, B_{2}, \text{ and } B_{3}\) are known positive constants satisfying \((J_{\text{max}}(J) - J_{\text{min}}(J))^{1/2}B_{1} + J_{\text{max}}(J)B_{2} = B_{3} < \tau_{M}\).

Assumption 1 is reasonable because it implies that there exists a control input satisfying the input magnitude constraints such that the attitude of the spacecraft can track the given time-varying reference trajectory.
4.1. Finite-Time Observer

For the attitude tracking problem, we propose the following finite-time observer:

\[
\dot{\tilde{q}}_e = \frac{1}{2} A(\tilde{q}_e) C_{\tilde{q}}^{-1} \begin{bmatrix} \hat{\omega}_e - \theta_1 P_1^{-1} \text{sign}(\tilde{q}_e) - \frac{2\gamma \tilde{q}_e}{\bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e)} \end{bmatrix}
\]

(78)

\[
J \dot{\tilde{\omega}}_e = -(\tilde{\omega}_e + C_q \omega_d)^T J(\tilde{\omega}_e + C_q \omega_d) \quad \text{and} \quad P_1 = (\tilde{q}_{\text{est}} I + \tilde{q}_e \tilde{q}_e^T)/2.
\]

Then, the dynamic equations for observer errors \( \tilde{q}_e \) and \( \tilde{\omega}_e = \omega_e - \hat{\omega}_e \) are given as follows:

\[
\dot{\tilde{q}}_e = \frac{1}{2} A(\tilde{q}_e) C_{\tilde{q}}^{-1} \begin{bmatrix} \hat{\omega}_e - \theta_1 P_1^{-1} \text{sign}(\tilde{q}_e) - \frac{2\gamma \tilde{q}_e}{\bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e)} \end{bmatrix}
\]

(80)

\[
\tilde{\omega}_e = -J^{-1} \left[ (\omega_e + C_q \omega_d)^T J(\omega_e + C_q \omega_d) + J(C_q \omega_d - \omega_e^T C_q \omega_d) \right]
\]

+ \( J^{-1} \left[ (\omega_e + C_q \omega_d)^T J(\omega_e + C_q \omega_d) + J(C_q \omega_d - \omega_e^T C_q \omega_d) \right] - \theta_2 \gamma_2 \text{sign}(\tilde{q}_e)
\]

= \( J^{-1} \left[ \omega_e^T J \tilde{\omega}_e + \omega_e^T J \hat{\omega}_e + \omega_e^T J \hat{\omega}_e + \omega_e^T J \tilde{\omega}_e \right] \quad \text{and} \quad \omega_e^T J \tilde{\omega}_e + \omega_e^T J \hat{\omega}_e + \omega_e^T J \tilde{\omega}_e \]

(81)

and the governing equations for the observer errors \( \tilde{q}_e \) and \( \tilde{\omega}_e \) can be expressed as

\[
\begin{cases}
\dot{\tilde{q}}_e = \frac{1}{2} A(\tilde{q}_e) C_{\tilde{q}}^{-1} \begin{bmatrix} \hat{\omega}_e - \theta_1 P_1^{-1} \text{sign}(\tilde{q}_e) - \frac{2\gamma \tilde{q}_e}{\bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e)} \end{bmatrix}
\end{cases}
\]

\[
\tilde{\omega}_e = -J^{-1} \left[ (\omega_e + C_q \omega_d)^T J(\omega_e + C_q \omega_d) + J(C_q \omega_d - \omega_e^T C_q \omega_d) \right]
\]

(82)

where \( f_5(\tilde{q}_e, \tilde{\omega}_e) = (P_1 - I_3/2) \tilde{\omega}_e - 2\gamma \tilde{\omega}_e \tilde{q}_e^T / \bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e) \) and \( f_6(\tilde{q}_e, \tilde{\omega}_e, q_e, \omega_d) = -J^{-1} \left[ \omega_e^T J \tilde{\omega}_e + \omega_e^T J \hat{\omega}_e + \omega_e^T J \tilde{\omega}_e \right].
\]

**Corollary 4.** For any positive constant \( \Delta \), if \( \tilde{q}_e \) is generated by (78), \( \|\omega_e\| \leq \Delta \), and \( \|\tilde{\omega}_e\| \leq \Delta \), then \( \|\tilde{q}_e(t)\| \leq \Delta_1, \forall t \in [0, \infty) \), where \( \Delta_1 = \sqrt{\Delta^2 / (\Delta^2 + \theta_1 \gamma_3)} < 1 \).

**Proof.** The proof is similar to that of Corollary 2, and thus is omitted here.

**Theorem 3.** Consider the observer defined by (78) and (79). For any positive constant \( \Delta \), if \( \|\omega_e\| \leq \Delta \), \( \|\tilde{\omega}_e\| \leq \Delta \), and the parameter \( \theta \) is chosen to be sufficiently large, then the zero solution of system (82) is locally finite-time stable.

**Proof.** Consider the following coordinate transformation: \( \xi_1 = \tilde{q}_e / \theta \) and \( \xi_2 = \tilde{\omega}_e / \theta^2 \). Then, we have

\[
\begin{cases}
\dot{\xi}_1 = \frac{1}{\theta^2} \xi_2 - \theta^2 \gamma_1 \text{sign}(\xi_1) + \frac{f_5(\tilde{q}_e, \tilde{\omega}_e)}{\bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e)} \\
\dot{\xi}_2 = -\theta_2 \gamma_2 \text{sign}(\xi_1) + \frac{f_6(\tilde{q}_e, \tilde{\omega}_e, q_e, \omega_d)}{\bar{q}_{\text{est}}(1 - \tilde{q}_e^T \hat{q}_e)}
\end{cases}
\]

(83)

Define \( \xi = [\xi_1^T, \xi_2^T]^T, \chi = [\xi_1^T, (\text{sign}^{1/(\alpha_2)}(\xi_2))^T]^T \), and

\[
V_a(\xi) = \chi^T N \chi.
\]

(84)

The time derivative of \( V_a(\xi) \) along with system (83) is given by

\[
V_a(\xi) \leq -c_2(\alpha, \theta) V_a(\xi) + 2\chi^T \left[ 1 - \frac{1}{\alpha_2^{1/2}} \text{sign} \left( \sqrt{2} \bar{q}_{\text{est}} \right) \right] f_6 \]

(85)

If we choose the observer parameter \( \theta \) such that \( \theta \geq \Delta^2 \), then we have \( \|\tilde{q}_e(t)\| \leq \Delta_1 \leq \Delta_2 = \sqrt{1 / (1 + \gamma_1 \gamma_3)} < 1 \) and \( \bar{q}_{\text{est}}(t) \geq \sqrt{1 - \Delta_2^2}, \forall t \in [0, \infty) \), where Lemma 10 has been applied. Noting that

\[
\|f_5\| \leq \left[ 2\Delta + \frac{\sqrt{2} \gamma_1}{(1 - \Delta_2^{2})^{1/2}} \right] \|\tilde{q}_e\| = \rho_1 \|\tilde{q}_e\|
\]

(86)

\[
\|f_6\| \leq A_{\text{max}}(J^{-1}) A_{\text{max}}(J)(4\Delta + 3B_1) \|\tilde{\omega}_e\| = \rho_2 \|\tilde{\omega}_e\|
\]

(87)
we obtain
\[
2\chi_{\min} \left( \frac{1}{\eta} f_5 \right) \text{diag} \left( [\xi_2^T]^T - 1 \right) f_6 \leq 2\lambda_{\text{max}}(N) \left[ \rho_1 \|x_1\| + \frac{\rho_2}{\alpha} \left( \sum_{i=1}^{3} |\xi_2^i|^T - 1 \right) \right] \left[ \sum_{i=1}^{3} |\xi_2| \right].
\] (88)

Following the same procedure as the proof of Theorem 1, we can obtain that
\[
V_\alpha(\zeta) \leq -c_2 V_\alpha(\zeta) + c_3 V_\alpha(\zeta)
\]
and the origin of system (83) is locally finite-time stable, and consequently, the zero solution of system (82) is locally finite time.

4.2. Finite-Time Attitude Tracking Controller Design

The finite-time output feedback attitude tracking controller is chosen as
\[
\tau = \begin{cases} 
(C_q, \omega_d)^T \dot{J} C_q, \omega_d + J C_q, \omega_d - k_3 M_2^T \text{sig}^{\alpha}(\tilde{q}_e) - k_4 \text{sat}(\dot{\omega}_e), & \text{if } (\tilde{q}_e, \dot{\omega}_e) \in \Omega_4 \\
(C_q, \omega_d)^T \dot{J} C_q, \omega_d + J C_q, \omega_d - k_3 \tilde{q}_e - k_4 \text{sat}(\dot{\omega}_e), & \text{otherwise}
\end{cases}
\]
(90)

where \(k_3\) and \(k_4\) are positive constants, \(M_2 = (q_c I_3 + \tilde{q}_e^T)/2\), and \(\Omega_4\) is defined by
\[
\Omega_4 = \left\{ (\tilde{q}_e, \dot{\omega}_e) \left| \sum_{i=1}^{3} |\xi_{ei}| + 1 + \frac{\alpha_1}{2k_3} \text{sat}(\dot{\omega}_e) < 1 \right. \right\}
\]
(91)

In view of Lemma 6 and Assumption 1, the bound on \(\tau_i (i = 1, 2, 3)\) is \(\|\tau_i\| \leq B_t + k_3 + k_4\). We can choose the control gains \(k_3\) and \(k_4\) such that \(B_t + k_3 + k_4 \leq \tau_M\), which implies that the control torque defined by (90) always satisfies the input constraints.

**Lemma 8.** Consider the spacecraft described by (2) and (3)
\[
\tau = (C_q, \omega_d)^T J C_q, \omega_d + J C_q, \omega_d - k_3 \tilde{q}_e - k_4 \text{sat}(\dot{\omega}_e)
\]
(92)

where \(\dot{\omega}_e\) is generated by the observer defined by (78) and (79). For any positive constant \(V_M\), if the initial conditions satisfy \(V_{30}(\tilde{q}_e(0), \dot{q}_e(0), \zeta(0)) \leq V_M\), where \(V_{30}\) is defined by
\[
V_{30} = 2k_3(1 - q_{x3}) + \frac{1}{2} \xi_{q3}^T J \xi_{q3} + V_\alpha(\zeta)
\]
(93)

and \(V_\alpha(\zeta)\) is given by (84), then there exists a sufficiently large observer parameter \(\theta\) such that \(\tilde{q}_e\) and \(\omega_e\) converge to zero as \(t \to \infty\).

**Proof.** Substituting the control law (92) into (79) results in
\[
J \dot{\omega}_e = -\dot{\omega}_e^T J \dot{\omega}_e - \omega_e^T J C_q, \omega_d - (C_q, \omega_d)^T J C_q, \omega_d + J \omega_e, C_q, \omega_d + \theta^2 \gamma_2 J \text{sig}^{\alpha}(\tilde{q}_e) - k_3 \tilde{q}_e - k_4 \text{sat}(\dot{\omega}_e)
\]
\[
= -\dot{\omega}_e^T J \dot{\omega}_e - \omega_e^T J C_q, \omega_d - \left[ (C_q, \omega_d)^T J + J (C_q, \omega_d)^T \right] \dot{\omega}_e + \theta^2 \gamma_2 J \text{sig}^{\alpha}(\tilde{q}_e) - k_3 \tilde{q}_e - k_4 \text{sat}(\dot{\omega}_e).
\]
(94)

Noticing that
\[
\omega_e^T J \dot{\omega}_e = \theta^2 \gamma_2 \omega_e^T J \text{sig}^{\alpha}(\tilde{q}_e) - k_3 \omega_e^T \tilde{q}_e - k_4 \omega_e^T \text{sat}(\dot{\omega}_e)
\]
(95)

and following the similar analysis as that in the proof of Lemma 7, we can conclude that \(\tilde{q}_e\) and \(\omega_e\) converge to zero as \(t \to \infty\).

**Theorem 4.** Consider the spacecraft described by (2) and (3) under the control law (90), where \(\dot{\omega}_e\) is generated by the observer given by (78) and (79). For any positive constant \(V_M\), if the initial conditions satisfy \(V_{30}(\tilde{q}_e(0), \dot{q}_e(0), \zeta(0)) \leq V_M\), where \(V_{30}\) is defined by (93), then there exists a sufficiently large observer parameter \(\theta\) such that \(\tilde{q}_e\) and \(\omega_e\) converge to zero in finite time.
The normalized measured quaternion external disturbance acting on the spacecraft and that the input limit is $0$
and following the similar procedure as that in the proof of Theorem 2, we can obtain that $\dot{q}_e$ and $\omega_e$ converge to zero in finite time.

**Remark 9.** The velocity-free attitude control problem has also been studied in [24, 25, 26, 27, 28, 29, 30]. It is worth pointing out that asymptotic stability is achieved in these works. Nevertheless, the main goal of the present work is to design finite-time output feedback attitude control laws. As compared with the asymptotic controller, the finite-time controller can provide faster convergence rate, higher precision control performance and better disturbance rejection property.

5. Simulation Results

In this section, numerical simulations are presented to verify the effectiveness of the proposed controller. The inertia matrix is chosen as $J = [20\; 1.2\; 0.9;\; 1.2\; 17\; 1.4;\; 0.9\; 1.4\; 15] kg \cdot m^2$ [24]. The observer parameters are chosen as: $\gamma_1 = \gamma_2 = \gamma_3 = 2$, $\theta = 10$, and $\alpha = 0.9$. In addition, the limit on the input magnitude is considered to be $|\tau_i| \leq 10(i = 1, 2, 3) Nm$.

5.1. Attitude Stabilizing Control for Spacecraft

For the attitude stabilization, the controller parameters are set as: $k_1 = k_2 = 5$. The initial conditions are considered as: $\bar{q}(0) = [-0.6, 0.4, -0.2]^T$, $q_d(0) = \sqrt{1 - ||\bar{q}(0)||^2}$, and $\omega(0) = [1.2, -1.5, 0.2]^T$. With the control law (47), the results are shown in Fig. 1. Obviously, a satisfactory attitude performance is achieved by using the finite-time attitude controller (47) even in the absence of angular velocity measurements.

Next, the performance of the finite-time controller (47) is compared with the asymptotic controller presented in [28]. The parameters of the asymptotic controller are chosen as: $a_1 = a_2 = 5$, and $\Gamma_1 = 3$. The initial conditions are considered as: $q(0) = [1, 0, 0, 0]^T$, and $\omega(0) = [1.2, -1.5, 0.2]^T$. The response of $||\bar{q}||$ and $||\tau||$ is shown in Fig. 2. It is found that the performance of the proposed finite-time controller is much better than the asymptotic controller in [28]. In order to improve the performance of the asymptotic controller, the control gains are increased as $a_1 = a_2 = 20$. The results are depicted in Figs. 3-4. It is found that the performance of the proposed finite-time controller is still better than the asymptotic controller in [28]. It is important to mention that the gains of the asymptotic controller are much larger than the gains used in the proposed finite-time controller and the value of the applied control torque may exceed the limit on the input magnitude as shown in Fig. 4.

The effect of the external disturbance on the performance of the controller is examined. In this case, the disturbance is assumed as $d = 0.01([\sin(t), \cos(t), \sin(2t)])^T$. From Fig. 5, it is observed that, although the gains of the asymptotic controller in [28] are chosen as large as 20, the proposed finite-time output feedback controller can still provide a better disturbance rejection property than the asymptotic controller.

Next, the effect of the measurement noise on the performance of the controller is examined. The measured quaternion is assumed to be $q_m = q + q_n$, where $q_m$ is the measured quaternion, $q$ is the true quaternion, and $q_n = 0.01[\sin(t), \cos(t), \sin(2t), -\cos(2t)]^T$ represents the measurement noise. Furthermore, we assume that there is no external disturbance acting on the spacecraft and that the input limit is $|\tau_i| \leq 10(i = 1, 2, 3) Nm$. In this case, the normalized measured quaternion $q_m/||q_m||$ is used in the observer, the measured quaternion $q_m$ is used in the control law, and we set $\bar{q}(0) = q_m(0)/||q_m(0)||$. The response of $||\bar{q}||$ and $||\tau||$ for the proposed controller and the asymptotic controller in [28] is depicted in Fig. 6. It is observed that the proposed controller requires much less energy consumption but provide a higher accuracy attitude performance as compared to the asymptotic controller.

5.2. Attitude Tracking Control for Spacecraft

For the attitude tracking, the controller parameters are selected as: $k_3 = k_4 = 3$. The initial conditions are set as: $\bar{q}(0) = [0.6, -0.4, 0.2]^T$, $q_d(0) = \sqrt{1 - ||\bar{q}(0)||^2}$, and $\omega(0) = [1, -2, 1.5]^T$. The reference attitude $q_d$ is generated by (75) with the desired angular velocity $\omega_d = 0.1([\sin(0.2\pi t), \sin(0.2\pi t), \sin(0.2\pi t)]^T$ and $q_d(0) = [0, 0, 0, 1]^T$. The velocity-free finite-time control law (90) demonstrates a good attitude tracking performance as shown in Fig. 7.


6. Conclusions

Based on a finite-time observer and the homogeneous method, two quaternion-based velocity-free finite-time attitude control laws were proposed for rigid spacecraft subject to control input saturation. The performance of the proposed method was demonstrated through numerical simulations of the governing nonlinear system equations of motion and was compared with an asymptotic output feedback control law from the literature. It was shown that the proposed finite-time controller can provide a faster convergence rate, better disturbance rejection property, and higher accuracy control performance than the asymptotic controller. One of our future work is to extend the results in this paper to attitude coordination control of a group of spacecraft.

Appendix

Proof of Corollary 1

Note that $U_1 \subseteq U$. If $x \in U_1$, then we have

$$
\dot{V}(x, t) \leq -IV(x, t) + kV(x, t) = -(l - kV^{1-n}(x, t))V^n(x, t) \leq 0
$$

which implies that $V(x, t) \leq V(x(t_0), t_0)$ for any initial condition $x(t_0) \in U_1$. Thus, (97) becomes

$$
\dot{V}(x, t) \leq -(l - kV^{1-n}(x(t_0), t_0))V^n(x, t).
$$

By Lemma 1, it is concluded that the origin of system (9) is locally finite-time stable and the settling time satisfies (14).

Proof of Lemma 3

First, we show that

$$
\left( \sum_{i=1}^{n} |x_i| \right)^{\nu} \leq \sum_{i=1}^{n} |x_i|^\nu.
$$

(99)

We consider two cases, i.e., $\sum_{i=1}^{n} |x_i| = 0$ and $\sum_{i=1}^{n} |x_i| \neq 0$. When $\sum_{i=1}^{n} |x_i| = 0$, it is apparent that (99) is satisfied. When $\sum_{i=1}^{n} |x_i| \neq 0$, by noting that $\nu \in (0, 1]$, we have

$$
\sum_{i=1}^{n} \left( \frac{|x_i|}{\sum_{j=1}^{n} |x_j|} \right)^{\nu} \geq \sum_{i=1}^{n} \frac{|x_i|}{\sum_{j=1}^{n} |x_j|} = 1
$$

(100)

which implies that the inequality (99) holds.

Next, we show that

$$
\sum_{i=1}^{n} |x_i|^{\nu} \leq n^{1-\nu} \left( \sum_{i=1}^{n} |x_i| \right)^{\nu}.
$$

(101)

We also consider two cases, i.e., $\sum_{i=1}^{n} |x_i| = 0$ and $\sum_{i=1}^{n} |x_i| \neq 0$. When $\sum_{i=1}^{n} |x_i| = 0$, it is easy to verify that (101) is satisfied. When $\sum_{i=1}^{n} |x_i| \neq 0$ and $\nu = 1$, it is clear that the inequality (101) holds. When $\sum_{i=1}^{n} |x_i| \neq 0$ and $\nu \in (0, 1]$, by Lemma 2, we obtain

$$
\frac{1}{n^{1-\nu}} \left( \sum_{i=1}^{n} |x_i| \right)^{\nu} \leq \frac{1 - \nu}{n} + \frac{\nu |x|}{\sum_{j=1}^{n} |x_j|}
$$

(102)

$$
\sum_{i=1}^{n} \frac{1}{n^{1-\nu}} \left( \sum_{i=1}^{n} |x_i| \right)^{\nu} \leq \sum_{i=1}^{n} \frac{1 - \nu}{n} + \frac{\nu |x|}{\sum_{j=1}^{n} |x_j|} = 1
$$

(103)

which implies that (101) is satisfied. Therefore, we conclude that $\left( \sum_{i=1}^{n} |x_i| \right)^{\nu} \leq \sum_{i=1}^{n} |x_i|^\nu \leq \sum_{i=1}^{n} \left( \sum_{i=1}^{n} |x_i| \right)^{\nu}$.
Proof of Corollary 2

Since \( \ddot{q}(0) = q(0) \), we have \( \ddot{q}(0) = [0, 0, 0, 1]^T \). Defining \( V = \ddot{q}^T \ddot{q} / 2 \), and taking the time derivative of \( V \) along with (21) lead to

\[
V = \ddot{q}^T P \ddot{q} - \theta_1 \ddot{q}^T \sigma(q) \frac{\gamma_3 \ddot{q}^T \ddot{q}}{1 - \ddot{q}^T \ddot{q}} \\
\leq \frac{\theta_1 \ddot{q}^T \ddot{q}}{2} + \frac{\|P \ddot{q}\|^2}{2\theta_1} - \theta_1 \ddot{q}^T \ddot{q} \frac{\gamma_3 \ddot{q}^T \ddot{q}}{1 - \ddot{q}^T \ddot{q}} \\
\leq -\frac{\theta_1 \ddot{q}^T \ddot{q}}{2} - \frac{\gamma_3 \ddot{q}^T \ddot{q}}{1 - \ddot{q}^T \ddot{q}} + \frac{\Delta}{\theta_1} \leq -\left( \gamma_3 + \frac{\Delta}{\theta_1} \right) \ddot{q}^T \ddot{q} + \frac{\Delta}{\theta_1} 
\]

(104)

where the following inequalities

\[
-\theta_1 \ddot{q}^T \sigma(q) \leq -\theta_1 \ddot{q}^T \ddot{q} 
\]

(105)

\[
\|P\| \leq \frac{1}{2} (\|\ddot{q}\| + \|\dddot{q}\|) \leq \frac{1}{2} \sqrt{2 (\|\ddot{q}\|^2 + \|\dddot{q}\|^2)} = \frac{\sqrt{2}}{2} 
\]

(106)

are applied. Thus, \( V \) is strictly negative outside the following compact set \( \Omega_{\ddot{q}} \):

\[
\Omega_{\ddot{q}} = \left\{ \ddot{q} \left| 0 \leq \|\dddot{q}\| \leq \sqrt{\frac{\Delta}{\Delta^2 + \theta_1 \gamma_3}} = \Delta_1 < 1 \right. \right\} 
\]

(107)

which implies that \( \|\dddot{q}\| \) decreases whenever \( \dddot{q} \) is outside the compact set \( \Omega_{\dddot{q}} \). Furthermore, since \( \|\dddot{q}(0)\| = 0 \), we conclude that \( \|\dddot{q}(t)\| \leq \Delta_1 \) for all \( 0 \leq t < \infty \).

Proof of Corollary 3

The analysis procedure is similar to that of the proof of Theorem 1, except for the presence of the disturbances. Considering the Lyapunov function given in (26), and using (37), we obtain

\[
V_{\alpha} \leq -c_2 V_{\alpha}^\beta + c_3 V_{\alpha} + 2\chi^T N \left[ 0 \right]_{\text{off}} \text{diag} \left( |\mathbf{Z}_2|^{1/2} \right) d \\
\leq -c_2 V_{\alpha}^\beta + c_3 V_{\alpha} + 2dM\lambda_{\text{max}}(N) \frac{\alpha \theta^2}{\alpha \theta^2} \|\chi\| \sum_{i=1}^{3} |\mathbf{Z}_2|^{1/2} 
\]

(108)

By Lemma 3, we have

\[
\sum_{i=1}^{3} |\mathbf{Z}_2|^{1/2} = \sum_{i=1}^{3} |\chi_2|^{1-\alpha} \leq 3 \frac{|\chi_2|}{\alpha \theta^2} \|\chi_2\|^{1-\alpha} 
\]

(109)

and it follows that

\[
V_{\alpha} \leq -c_2 V_{\alpha}^\beta + c_3 V_{\alpha} + 2 \times 3 \frac{|\chi_2|}{\alpha \theta^2} dM\lambda_{\text{max}}(N) \|\chi\|^{2-\alpha} \\
\leq -c_2 V_{\alpha}^\beta + c_3 V_{\alpha} + 2 \times 3 \frac{|\chi_2|}{\alpha \theta^2} dM\lambda_{\text{max}}(N) \|\chi\|^{(2-\alpha)/2} V_{\alpha}^{(2-\alpha)/2} \\
= -c_2 V_{\alpha}^\beta + c_3 V_{\alpha} + \frac{c_4}{\theta^2} V_{\alpha}^{(2-\alpha)/2}. 
\]

(110)

Next, we consider two cases for the analysis.

Case 1: \( V_{\alpha} > 1 \).
Noting that $V_a > 1$ and $0 < (2 - \alpha)/2 < 1$, (110) becomes

$$V_a \leq -c_2V_a^\beta + (c_3 + c_4/\theta^2)V_a. \tag{111}$$

Using Corollary 1, we conclude that $V_a$ converges to the region $V_a \leq 1$ in finite time.

**Case 2:** $V_a \leq 1$.

Because $V_a \leq 1$, $0 < \beta < 1$, and we can choose a sufficiently large parameter $\theta$ such that $c_2 > c_3$, we obtain

$$V_a \leq -(c_2 - c_3)V_a^\beta + \frac{c_4}{\theta^2}V_a^{(2-\alpha)/2}$$

$$= -(c_2 - c_3)V_a^{(2-\alpha)/2} \left( \frac{c_4}{(c_2 - c_3)^{\beta}} \right)^{1/(2\alpha-1)} \tag{112}$$

which implies that $V_a < 0$ if $V_a^{(2-\alpha)/2} > c_4/((c_2 - c_3)^{\beta})$. Thus, we can conclude that $V_a$ converges to the region $V_a \leq [c_4/((c_2 - c_3)^{\beta})]^{2/(2\alpha-1)}$ in finite time, i.e., the error $\chi$ converges to the region

$$||\chi|| \leq \frac{1}{\sqrt{A_{\text{min}}(N)}} \left( \frac{c_4}{(c_2 - c_3)^{\beta}} \right)^{1/(2\alpha-1)} = \Delta_4 \tag{113}$$

in finite time. If $||\chi|| \leq \Delta_4$ and we choose a sufficiently large parameter $\theta > 1$ such that $\Delta_4 < 1$, then the observer error $e$ can be bounded by

$$||e|| \leq \theta^2 \left( \sum_{i=1}^{3} |\xi_{i1}| + \sum_{i=1}^{3} |\xi_{i2}| \right) \leq 6^{1-\alpha/2}\theta^2 \left( \sum_{i=1}^{3} |\xi_{i1}|^{2/\alpha} + \sum_{i=1}^{3} |\xi_{i2}|^{2/\alpha} \right)^{\alpha/2}$$

$$\leq 6^{1-\alpha/2}\theta^2 ||\chi||^{\alpha/2} \frac{c_4}{A_{\text{min}}(N)} \left( \frac{c_4}{(c_2 - c_3)^{\beta}} \right)^{1/(2\alpha-1)}$$

$$= 6^{1-\alpha/2} \frac{c_4}{A_{\text{min}}(N)} \left( \frac{c_4}{(c_2 - c_3)^{\beta}} \right)^{1/(2\alpha-1)} = \Delta_e. \tag{114}$$

Therefore, we conclude that the observer error $e$ converges to the region $||e|| \leq \Delta_e$ in finite time.

**Proof of Lemma 7**

Using the control law (50), the dynamic equations for $q$ and $\dot{\omega}$ are expressed as

$$\dot{q} = \frac{1}{2}A(q)\dot{\omega} + \frac{1}{2}A(q)\dot{\omega} = \frac{1}{2}A(q)\dot{\omega} + \frac{\theta + q}{2}A(q)\xi_2 \tag{115}$$

$$J\dot{\omega} = -\omega^\times J\dot{\omega} + \theta^\times \gamma_2 J\text{sign}^\times(\epsilon) - k_1\epsilon - k_2\text{sat}(\omega)$$

$$= -\omega^\times J\dot{\omega} - k_1\epsilon - k_2\text{sat}(\omega) + \theta^\times \gamma_2 J\text{sign}^\times(\epsilon). \tag{116}$$

Consider the following Lyapunov function:

$$V_1 = 2k_1(1 - q_4) + \frac{1}{2}\dot{\omega}^T J\dot{\omega} + K_1 V_a(\epsilon) \tag{117}$$

where $V_a(\epsilon)$ is defined by (26), and $K_1$ is a sufficiently large positive constant.

Taking the time derivative of $V_1$ along with (37), (115) and (116) yields

$$\dot{V}_1 \leq -k_2\dot{\omega}^T \text{sat}(\omega) - c_2K_1 V_a^\beta(\epsilon) + c_3K_1 V_a(\epsilon) + k_1\theta^\times \dot{\omega}^T \xi_2 + \theta^\times \gamma_2 \dot{\omega}^T J\text{sign}^\times(\epsilon)$$

$$\leq -k_2\dot{\omega}^T \text{sat}(\omega) - c_2K_1 V_a^\beta(\epsilon) + c_3K_1 V_a(\epsilon) + 3^{1-\alpha/2} \gamma_2 \theta^\times \lambda_{\text{max}}(J)||\dot{\omega}||||\xi_2||^{\alpha_1} + k_1\theta^||\xi_2||$$

$$\leq -k_2\dot{\omega}^T \text{sat}(\omega) - c_2K_1 V_a^\beta(\epsilon) + c_3K_1 V_a(\epsilon) + 3^{1-\alpha/2} k_1\theta^\times ||\xi_2||^{\alpha_1} + 3^{1-\alpha/2} \gamma_2 \theta^\times \lambda_{\text{max}}(J)||\dot{\omega}||||\xi_1||^{\alpha_1}$$

$$\leq -k_2\dot{\omega}^T \text{sat}(\omega) - c_2K_1 V_a^\beta(\epsilon) + c_3K_1 V_a(\epsilon) + \rho_1 V_a^{\alpha_1/2}(\epsilon) + \rho_2 V_a^{\alpha_1/2}(\epsilon) \tag{118}$$
where the inequalities $\|\ddot{\omega}\| \leq \sqrt{2V_M/J_{\text{min}}(J)}$, $\|\text{sig}^{\alpha_1}(\dot{\zeta})\| \leq 3^{(1-\alpha_1)/2}\|\zeta\|$ and $\|\dot{\omega}\| \leq 3^{(1-\alpha_2)/2}\|\dot{\omega}\|$ are used, $\rho_3 = 3^{(1-\alpha_1)/2}k_1\theta_1^2/\lambda^{n_2/2}(N)$, and $\rho_4 = 3^{(1-\alpha_2)/2}\sqrt{2V_M\gamma_2\sqrt{2+\alpha_1}J_{\text{min}}(J)/\lambda^{n_1}(N)}$. Let $K_1 > \max(\rho_3, \rho_4)$, then (118) becomes

$$V_1 \leq -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) - c_2K_1V^{\beta}(\dot{\zeta}) + c_3K_1V_a(\dot{\zeta}) + K_1V^{\alpha/2}(\dot{\zeta}) + K_1V^{\alpha/2}(\dot{\zeta}).$$

(119)

Next, we consider two cases, i.e., $V_a(\dot{\zeta}) \geq 1$ and $V_a(\dot{\zeta}) < 1$. If $V_a(\dot{\zeta}) \geq 1$, then (119) becomes

$$V_1 \leq -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) - c_2K_1V^{\beta}(\dot{\zeta}) + (c_3 + 2)K_1V_a(\dot{\zeta})$$

$$= -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) - K_1V^{\beta}(\dot{\zeta}) \{c_2 - (c_3 + 2)V^{\beta/2}(\dot{\zeta})\}.$$  

(120)

We can choose a sufficiently large parameter $\theta$ such that $c_2 > (c_3 + 2)V^{\beta/2}(\dot{\zeta})$, then it follows that $V_1 < 0$ on $V_{10} \leq V_M$. This indicates that all signals in the closed-loop system are bounded.

If $V_a(\dot{\zeta}) < 1$, then (119) becomes

$$V_1 \leq -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) - c_2K_1V^{\beta}(\dot{\zeta}) + (c_3 + 2)K_1V_a^{\alpha/2}(\dot{\zeta})$$

$$= -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) - K_1V^{\alpha/2}(\dot{\zeta}) \{c_2V^{\beta-\alpha/2}(\dot{\zeta}) - (c_3 + 2)\}.$$  

(121)

and it follows that $\dot{V}_1 < 0$ when $V_a(\dot{\zeta}) > [(c_3 + 2)/c_2]^{(1/2-\alpha/2)}$. Therefore, we conclude that all signals in the closed-loop system are bounded, and there exists a positive constant $\Delta$ such that $\|\dot{\omega}\| \leq \Delta$ and $\|\dot{\omega}\| \leq \Delta$. From Theorem 1, we claim that $\ddot{\omega}$ and $\dot{\omega}$ converge to zero in a finite time $t_{f1}$. When $t \geq t_{f1}$, $V_1$ and $\dot{V}_1$ become

$$V_1 = 2k_1(1 - q_2) + \frac{1}{2}\dot{\omega}^T J\dot{\omega}$$

(122)

$$\dot{V}_1 \leq -k_2\dot{\omega}^T \text{sat}(\dot{\omega}) \leq 0.$$  

(123)

Furthermore, when $t \geq t_{f1}$, $\ddot{\omega}$ and $\dot{\omega}$ are governed by the following dynamic equations

$$\begin{cases}
\ddot{\omega} = M_1J\omega \\
J\dot{\omega} = -\dot{\omega}^T J\dot{\omega} - k_1\ddot{\omega} - k_2\text{sat}(\dot{\omega}).
\end{cases}$$

(124)

Now note that $\dot{V}_1 \equiv 0$ implies $\ddot{\omega} \equiv 0$, which, in turn, implies $\dddot{\omega} \equiv 0$ using (124). By LaSalle’s invariant set theorem, the zero solution of system (124) is asymptotically stable, i.e., $\ddot{\omega}$ and $\dot{\omega}$ converge to zero as $t \to \infty$. Since $\ddot{\omega}$ converges to zero in finite time, we conclude that $\omega$ converges to zero as $t \to \infty$.

References


Figure 1. Effect of the proposed controller (47) on the attitude stabilization.
Figure 2. Performance comparison between the proposed controller (47) and the controller in [28] without external disturbance ($a_1 = a_2 = 5$).

Figure 3. Performance comparison between the proposed controller (47) and the controller in [28] without external disturbance ($a_1 = a_2 = 20$).
Figure 4. Control torque of the controller in [28] without external disturbance ($a_1 = a_2 = 20$): $\tau_1$ (solid line), $\tau_2$ (dashed line), and $\tau_3$ (dotted line).

Figure 5. Performance comparison between the proposed controller (47) and the controller in [28] with external disturbance ($a_1 = a_2 = 20$).
Figure 6. Performance comparison between the proposed controller (47) and the controller in [28] with measurement noise ($a_1 = a_2 = 20$).
Figure 7. Effect of the proposed controller (90) on the attitude tracking.